
1. Introduction
Ensemble-based data assimilation (DA) methods, such as the ensemble Kalman filter (EnKF; Evensen, 1994) and 
hybrid ensemble-variational (EnVAR; Hamill & Snyder, 2000) methods, have been widely used for both regional 
(Liu & Xiao, 2013; Liu et al., 2009; Schwartz et al., 2021; X. Wang et al., 2008; Zhang & Zhang, 2012) and global 
numerical weather predictions (Buehner et  al., 2013; Clayton et  al., 2013; Kleist & Ide, 2015a, 2015b; Kuhl 
et al., 2013; Whitaker & Hamill, 2002). Previous studies have shown that intermittent DA can cause discontinui-
ties/inconsistencies at analysis times that can be diagnosed by large surface pressure tendencies, and the inserted 
noises or imbalances into the numerical models can degrade subsequent forecasts (e.g., Harms et al., 1992; Hunt 
et  al.,  2004; Fujita et  al.,  2007). These undesired discontinuities/imbalances can often be diagnosed as large 
magnitudes of surface pressure tendency (Lynch & Huang, 1992) and can cause spurious gravity waves (Lei 
et al., 2012b).
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There have been various strategies proposed to combat the inconsistencies and imbalances resulted from intermit-
tent DA methods. Nudging (Stauffer & Seaman, 1990, 1994) adds an additional tendency term to the model, allow-
ing small corrections gradually applied within an assimilation time window. Normal-mode initialization (Baer 
& Tribbia, 1977; Machenhauer, 1977) and digital filtering (DFI; Lynch & Huang, 1992; Huang & Lynch, 1993) 
apply a balancing procedure after the DA step that eliminates the high-frequency noises from the DA analysis. 
Incremental analysis update (IAU; Bloom et al., 1996) smoothly distributes the analyses increment from a given 
DA method over a fixed time window. These initialization methods are effective to mitigate the insertion shocks 
resulted from intermittent DA methods, but they often rely on empirical parameters (Polavarapu et al., 2004). 
Thus, a “mollified” EnKF is proposed, which creates balanced analyses by using a continuous formulation of 
the Kalman filter (Bergemann & Reich, 2010). Similarly, a hybrid nudging EnKF applies EnKF gradually in 
time via nudging-type terms, aiming to reduce the data insertion shocks (Lei, Stauffer, Haupt, et al., 2012; Lei 
et al., 2012a). An integrated mass-flux adjustment filter is proposed to diminish spurious mass-flux divergency 
and surface pressure tendency for convective-scale DA (Zeng et al., 2021).

Among the various strategies to combat the inconsistencies and imbalances, IAU is one of the most widely used 
methods for both atmospheric and oceanic applications (e.g., Benkiran & Greiner, 2008; Carton et al., 2000; Ha 
et al., 2017; Ourmières et al., 2006; Rienecker et al., 2008; Zhu et al., 2003). Unlike the intermittent DA methods 
that update the model field at assimilation times without treatment of the insertion shocks, IAU distributes the 
analysis increment along the model integration in a continuous and gradual way (Bloom et al., 1996). The tradi-
tional IAU, a three-dimensional IAU (3DIAU), takes the analysis increment at the middle of a DA window and 
applies it as a constant forcing for each time step over the DA window. However, 3DIAU does not take into account 
the propagation of analysis increments within the DA window. To consider the temporal evolution of  analysis 
increment within the DA window, a four-dimensional IAU (4DIAU) is proposed (Lei & Whitaker, 2016; Lorenc 
et al., 2015). To prevent the instability associated with IAU when the analysis increment has different scales from 
the model, IAU with nonconstant weights is also proposed (Takacs et al., 2018).

The 4DIAU has been implemented by several operational centers. At Met Office, hourly analysis increments 
obtained by the four-dimensional hybrid ensemble-variational (4DEnVar) are used to construct time-varying 
forcing terms that are digested into the model integration (Lorenc et al., 2015). Their results showed that 4DIAU 
can filter out high-frequency oscillations introduced by the 4DEnVar while keeping realistic moving features of 
weather systems. At Environmental Canada, 4DIAU is implemented to gradually absorb time-varying analysis 
increments from the 4DEnVar, which successfully filtered out spurious gravity waves and also retained more 
mesoscale information relative to the DFI in terms of the kinetic energy (Buehner et  al.,  2015). At National 
Centers for Environmental Prediction (NCEP), 4DIAU is applied for both the deterministic 4DEnVAR analysis 
and EnKF ensembles, which reduces imbalances generated by the 4DEnVAR and EnKF and produces more 
accurate forecasts than DFI and 3DIAU (Lei & Whitaker, 2016). The filtering properties of EnKF-3DIAU and 
EnKF-4DIAU as well as the sensitivities to the assimilation frequency are further discussed by He et al. (2020).

However, few studies have focused on the impacts of IAU on regional simulations, especially for fast-evolving 
systems like tropical cyclones (TCs). For TCs that contain multiscale features, the insertion noises excited by the 
inconsistent/imbalanced analysis may degrade the assimilation and subsequent forecast. Previous studies have 
shown that a degradation of the short-time intensity forecast, especially during the rapid intensification (RI) stage 
of a TC, can be found, which is defined as a “spindown” issue (Hendricks et al., 2011; Lu & Wang, 2019; Tong 
et al., 2018; Vukicevic and Aksoy, 2013). The “spindown” is often attributed to the imbalances resulted from the 
analysis increment, which could be mitigated by IAU. Focused on the RI of hurricane (Patricia, 2015), Lu and 
Wang (2021) showed that 4DIAU has the limitation of predetermined analysis increments, and the variants of 
4DIAU that consider online-computed analysis increments or relocated/feature-relative vortex increments have 
advantages over 4DIAU for TC track and intensity predictions.

To the best knowledge of the authors, the 3DIAU and 4DIAU have not been systematically examined in a regional 
model like the Weather Research and Forecasting (WRF; Skamarock et  al.,  2008), neither for fast-evolving 
systems like TCs. In this study, the 3DIAU and 4DIAU are applied to the regional WRF with different frequen-
cies of analysis increments used to construct the time-varying tendencies. The impacts of 3DIAU and 4DIAU on 
regional simulations are first systematically examined. The influences of 3DIAU and 4DIAU on track, intensity, 
and structure of TC forecasts are also systematically examined for typhoons (Hagibis and Lingling, 2019). More-
over, the impact of the frequency of analysis increment on regional simulations and TC forecasts is also explored.
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This paper is organized as follows. The schematics of 3DIAU and 4DIAU are briefly described in Section 2. 
Section 3 presents the details of experimental design, including the model configuration, DA setup, assimilated 
observations, and verification metrics. Section 4 discusses results of the assimilation experiments for typhoons 
Hagibis and Lingling. Discussions and conclusions are summarized in Section 5.

2. Methodology
The schematics of 3DIAU and 4DIAU are displayed in Figure 1. Following Lei and Whitaker (2016), a free fore-
cast is advanced from the end of previous assimilation window (2100 UTC) till the end of current assimilation 
window (0300 UTC), which provides the background/forecast fields 𝐴𝐴 𝐱𝐱

𝑓𝑓

𝑖𝑖
 (blue circles) where the subscript denotes 

the time index from −3 to 3. For each analysis time i within a DA cycle, the analysis 𝐴𝐴 𝐱𝐱
𝑎𝑎
𝑖𝑖
 (red circle) is obtained 

by updating the background with all observations in the assimilation window through a DA approach. At time i 
within an assimilation window, the analysis increment is 𝐴𝐴 Δ𝐱𝐱𝑖𝑖 = 𝐱𝐱

𝑎𝑎
𝑖𝑖
− 𝐱𝐱

𝑓𝑓

𝑖𝑖
 . Instead of inserting the analysis incre-

ment to the forecast model at once, IAU allows gradual injection of the increment to the dynamical model by 
adding an additional forcing term 𝐴𝐴 𝐅𝐅𝐼𝐼𝐴𝐴𝐼𝐼 into the control model 𝐴𝐴

𝑑𝑑𝐱𝐱

𝑑𝑑𝑑𝑑
= 𝑓𝑓 (𝐱𝐱, 𝑑𝑑) as

𝑑𝑑𝐱𝐱

𝑑𝑑𝑑𝑑
= 𝑓𝑓 (𝐱𝐱, 𝑑𝑑) + 𝐅𝐅𝐼𝐼𝐼𝐼𝐼𝐼 . (1)

For 3DIAU, the analysis increment at the middle of the assimilation window 𝐴𝐴 Δ𝐱𝐱0 (blue arrow) is equally distributed 
for each time step within the assimilation window. The time-constant forcing (black solid line) can be written as

𝐅𝐅3DIAU =
Δ𝐱𝐱0

𝑇𝑇
, (2)

where T is the length of assimilation window (i.e., 6 hr in Figure 1). For 4DIAU, the increments at multiple 
update times 𝐴𝐴 Δ𝐱𝐱𝑖𝑖,−3 ≤ 𝑖𝑖 ≤ 3 are linearly interpolated for each time step within the assimilation window. This 
time-varying forcing (black solid curve) can be given by

𝐅𝐅4DIAU(𝑡𝑡) =

𝑡𝑡−𝑡𝑡𝑖𝑖

𝑡𝑡𝑖𝑖+1−𝑡𝑡𝑖𝑖
Δ𝐱𝐱𝑖𝑖+1 +

𝑡𝑡𝑖𝑖+1−𝑡𝑡

𝑡𝑡𝑖𝑖+1−𝑡𝑡𝑖𝑖
Δ𝐱𝐱𝑖𝑖

𝑇𝑇
, (3)

where 𝐴𝐴 𝐴𝐴𝑖𝑖 and 𝐴𝐴 𝐴𝐴𝑖𝑖+1 are the closest time indexes for t. A simulation is initialized at the beginning of assimilation 
window (2100 UTC) with either the time-constant or time-varying forcing till the end of assimilation window 

Figure 1. The schematics of three-dimensional incremental analysis update (3DIAU) and four-dimensional incremental 
analysis update (4DIAU). Blue and red circles denote priors and posteriors, respectively. Blue arrows indicate analysis 
increment, and black solid lines show time-constant/time-varying incremental analysis update tendencies.
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(0300 UTC) and is then continuously advanced without IAU forcing to 
the end of next assimilation window (0900 UTC). The same procedure is 
repeated for each assimilation cycle.

Compared to 4DIAU that applies time-varying forcing in an assimilation 
window, 3DIAU uses time-constant forcing and neglects the temporal propa-
gation of increments within an assimilation window. Thus, 3DIAU has stronger 
filtering impact than 4DIAU as discussed by Lei and Whitaker (2016). Let N 
be the number of increments used by 4DIAU to construct the time-varying 
forcing within an assimilation window. When N is 1, 4DIAU degenerates 
to 3DIAU. When N reaches the maximum, that is, the total time steps in an 
assimilation window, 4DIAU has no filtering impact.

3. Experimental Design
Experiments are conducted using the WRF (version 3.9; Skamarock 
et al., 2008) model. The WRF model has a single domain with a 12-km hori-
zontal grid spacing and 560 × 720 grid points. There are 56 vertical levels, 
and the model top is at 10  hPa. The whole domain coverage is shown in 
Figure  2. Following C. Wang et  al.  (2020), the physical parameterization 

schemes include the single-moment 6-class microphysics scheme (Hong & Lim, 2006), the Yonsei University 
Scheme planetary boundary layer scheme (Hong et  al.,  2006), the unified Noah land surface model (Tewari 
et  al.,  2004), the Rapid Radiative Transfer Model for GCMs and shortwave and longwave schemes (Iacono 
et al., 2008), and the Kain Fritsch cumulus parameterization scheme (Kain, 2004).

The assimilated observations are the conventional observations and clear-sky radiance observations from the 
NCEP Global Data Assimilation System (GDAS) and TC information from the Tropical Cyclone Vitals Data-
base (TCVitals). Conventional observations include all in situ observations and cloud motion vectors (https://
www.emc.ncep.noaa.gov/mmb/data_processing/prepbufr.doc/table_2.htm). Radiance observations include the 
Advanced Microwave Sounding Unit-A, the Atmospheric Infrared Sounder, the Microwave Humidity Sounder, 
and the High-resolution Infrared Radiation Sounder (https://www.emc.ncep.noaa.gov/mmb/data_processing/
prepbufr.doc/table_18.htm). TC information uses the minimum sea level pressure (SLP) along with the lati-
tude and longitude of a TC. The observation priors that are estimated observations from the state variables are 
computed by the Gridpoint Statistical Interpolation analysis system (Kleist et al., 2009; Wu et al., 2002). The 
observation error covariances are the same as those used by the NCEP GDAS.

The National Oceanic and Atmospheric Administration operational four-dimensional hybrid ensemble-variational 
(4DEnVAR) system (Kleist & Ide,  2015a,  2015b) and ensemble square root filter (EnSRF; Whitaker & 
Hamill,  2002) are used to assimilate the observations every 6  hr. The deterministic analysis is produced by 
4DEnVAR, while the 80-member ensemble is updated by EnSRF. No recentering is applied for the ensemble. As 
an extension of the three-dimensional hybrid ensemble-variational method (3DEnVAR; Hamill & Snyder, 2000; 
Lorenc, 2003), 4DEnVAR uses multiple time slices of hybrid background error covariances within an assimila-
tion window, which combines the static background error covariances and flow-dependent sample background 
error covariances estimated from an ensemble forecast. It is demonstrated that 4DEnVAR performs better than 
3DEnVAR by considering the variation of observations within the assimilation window and the evolution of 
background information. Here, the weight for static background error covariances is 0, and thus, the background 
error covariances are purely from the ensemble (Feng & Wang, 2021). To mitigate sampling errors caused by 
a limited ensemble size and model errors, the covariance localization and inflation are applied. By using the 
Gaspari and Cohn (1999) localization function, observations have no impact on the state variables when the hori-
zontal (vertical) distance between an observation and a state variable is larger than 1,000 km (1.5 scale heights). 
The relaxation to prior spread (Whitaker & Hamill, 2012) method with a relaxation factor of 1.15 is used for 
covariance inflation.

To analyze the impact of IAU on regional simulations, especially for TCs, four assimilation experiments are conducted, 
whose analyses are computed by the 4DEnVAR with hourly ensemble backgrounds. Experiment CTRL has no initial-
ization except the assimilation update. Experiment 3DIAU evenly distributes the analysis increment at the middle 

Figure 2. The domain of the assimilation experiments and the observed tracks 
for typhoons Hagibis and Lingling. Colors of the track denote the typhoon 
intensity.

https://www.emc.ncep.noaa.gov/mmb/data_processing/prepbufr.doc/table_2.htm
https://www.emc.ncep.noaa.gov/mmb/data_processing/prepbufr.doc/table_2.htm
https://www.emc.ncep.noaa.gov/mmb/data_processing/prepbufr.doc/table_18.htm
https://www.emc.ncep.noaa.gov/mmb/data_processing/prepbufr.doc/table_18.htm
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of an assimilation window (00Z in Figure 1) over the whole assimilation window. Experiment four-dimensional 
incremental analysis update with 3-hr analysis increments (4DIAU3H) uses 3-hr analysis  increments (21Z, 00Z, and 
03Z in Figure 1) to construct the time-varying forcing for an assimilation window. Similarly, experiment 4DIAU uses 
hourly increments (from 21Z to 03Z in Figure 1) to construct the time-varying forcing, which has a higher temporal 
resolution than experiment 4DIAU3H. All assimilation experiments are carried out for two TC cases whose observed 
tracks are shown in Figure 2. One is typhoon Lingling (2019) and the other is typhoon Hagibis (2019). Assimilation 
experiments are cycled from 0000 UTC 31 August to 1200 UTC 7 September 2019 for the former and from 1200 
UTC 3 October to 1200 UTC 12 October 2019 for the latter. For each case, the assimilation experiments are started 
2 days before the TC is named, which give 37 assimilation cycles for typhoon Hagibis and 31 assimilation cycles for 
typhoon Lingling. The first 2 days of assimilation experiments are not used for verification.

To evaluate the performances of 3DIAU and 4DIAU on regional simulations, domain-averaged root-mean-square 
(RMS) errors of 6-hr priors are calculated in both observation and model spaces. For observation-space verifica-
tion, RMS errors against conventional observations, including land and marine surface stations, rawinsonde, and 
aircraft reports, are computed. For model-space verification, RMS errors against the NCEP Final Operational 
Global Analysis (FNL) with a horizontal resolution of 0.25° are computed. The location, minimum SLP, and 
maximum wind speed (MWS) of the vortex from the TCVitals are used to evaluate the TC forecasts. Moreover, 
measurements of the TC structure, like the radius of maximum wind (RMW), four-quadrant radius of gale-force 
wind (R17), and TC fullness (Guo & Tan, 2017), are also examined.

4. Results
4.1. Verifications in Observation and Model Spaces

To evaluate the IAU performances on regional simulations, 6-hr priors of assimilation experiments are verified 
against the conventional observations and NCEP FNL analyses, respectively. Error profiles are averaged over the 
domain and simulation times for both typhoons Hagibis and Lingling, and the error differences of experiments with 
IAU compared to experiment CTRL are shown in Figures 3 and 4. Negative (positive) values denote smaller (larger) 
errors than experiment CTRL. The significance of the differences among the assimilation experiments is examined 
using a paired sample t test for the error samples of experiments at each assimilation cycle. The error differences 
between the experiment CTRL and experiments with IAU that are significant at the 95% confidence level are shown 
by the dots. Bars on top denote the mean error differences, and the mean error differences among the assimilation 
experiments are all significant at the 95% confidence level, except the experiment four-dimensional incremental 
analysis update with 3-hr analysis increments (4DIAU3H) compared to CTRL for specific humidity in observation 
space and the experiment 4DIAU3H compared to experiment 4DIAU for temperature in model space.

As shown in Figure 3, experiments with IAU have significantly smaller temperature errors than experiment CTRL 
for nearly all vertical levels, except for near-surface levels. Experiment 3DIAU has slightly but significantly 
smaller mean temperature error than experiment 4DIAU3H, and both of them have slightly but significantly 
smaller mean temperature errors than experiment 4DIAU. For the wind speed, experiment 3DIAU produces signif-
icantly smaller errors than experiment CTRL for all vertical levels, except for 400 hPa. Experiment 4DIAU3H 
has generally smaller wind speed errors than experiment CTRL, except for levels between 500 and 200 hPa. 
Experiment 4DIAU has larger wind speed errors than experiment CTRL for levels between 900 and 300 hPa. 
Three experiments with IAU have significantly smaller mean errors of wind speed than experiment CTRL, while 
experiment 3DIAU has significantly smaller mean errors than 4DIAU3H, and experiment 4DIAU3H has signif-
icantly smaller errors than 4DIAU. For the specific humidity, experiment 3DIAU obtains smaller errors than 
experiment CTRL for model levels below 400 hPa, while experiments 4DIAU and 4DIAU3H have larger errors 
than experiment CTRL between 900 and 300 hPa. Experiment 4DIAU3H has a similar mean-specific humidity 
error to experiment CTRL, while experiment 3DIAU (4DIAU) has a significantly smaller (larger) mean-specific 
humidity error than experiment CTRL.

Results from verifications against the NCEP FNL analyses (Figure 4) are generally consistent with those veri-
fied against the conventional observations (Figure  3). Experiments with IAU in general have significantly 
smaller temperature errors than experiment CTRL for all vertical levels, except for near the surface and 300 hPa. 
Experiments 4DIAU3H and 4DIAU have similar mean temperature errors, and both have significantly larger mean 
temperature errors than experiment 3DIAU. Experiments with IAU have significantly smaller wind speed errors  
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than experiment CTRL for all vertical levels, except for 200 hPa. Experiment 3DIAU has significantly a smaller 
mean wind speed error than 4DIAU3H, and experiment 4DIAU3H has significantly smaller mean errors than 
4DIAU. Experiment 3DIAU has significantly smaller errors of specific humidity than CTRL for all vertical 
levels. Experiment 4DIAU3H has smaller errors of specific humidity than CTRL around 850 hPa, and experi-
ment 4DIAU has smaller errors of specific humidity than CTRL above 700 hPa.

There are some discrepancies between the verifications in observation space and model space for different 
vertical levels, which are possibly due to the inhomogeneous distributions of the conventional observations. 
The comparisons among experiments CTRL and IAUs are generally consistent. Experiments with IAU have 
signifi cantly smaller errors of temperature and wind speed than CTRL. For specific humidity, experiment 3DIAU 
has significantly smaller errors than CTRL, and experiments 4DIAU3H and 4DIAU have similar or significantly 
larger errors than CTRL. For all variables, experiment 3DIAU has significantly smaller errors than experiments 
4DIAU3H and 4DIAU, and experiment 4DIAU3H generally has significantly smaller errors than 4DIAU.

Figure 3. Profiles of 6-hr prior error differences between experiments with incremental analysis update and experiment 
CTRL for (a) temperature, (b) wind speed, and (c) specific humidity. The errors are verified against the conventional 
observations and averaged over the domain and simulation times for both typhoons Hagibis and Lingling. Dots indicate that 
the error differences are statistically significant at the 95% confidence level, and circles indicate insignificant differences. 
Bars on top denote the mean error differences, and the mean error differences among the assimilation experiments are 
all significant at the 95% confidence level, except the experiment four-dimensional incremental analysis update with 3-hr 
analysis increments (4DIAU3H) compared to CTRL for specific humidity.
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Following previous studies (e.g., Lei & Whitaker, 2016; Lei et al., 2012b), the 
surface pressure tendency is computed for each assimilation experiment to quan-
titatively analyze the imbalance caused by DA. Table 1 shows the spatially and 
temporally averaged absolute values of surface pressure tendency for typhoons 
Hagibis and Lingling. The domain-averaged surface pressure tendency from 
a regional simulation can be more influenced by position errors of weather 
systems than that from a global model. But the relative imbalances of experi-
ment CTRL compared to experiments with IAU can still show the effectiveness 
of IAU on mitigating the imbalance. Experiments with IAU have significantly 
smaller magnitudes of surface pressure tendency than experiment CTRL. Thus, 
consistent with previous studies (Bloom et al., 1996; Lei & Whitaker, 2016), the 
application of IAU helps to reduce the imbalance imposed by DA. Moreover, 
experiment 3DIAU has significantly smaller magnitudes of surface pressure 
tendency than 4DIAU3H, and experiment 4DIAU3H has significantly smaller 

Figure 4. Same as Figure 3, except for (a) temperature, (b) wind speed, and (c) specific humidity verified against the National 
Centers for Environmental Prediction Final Operational Global analyses. The mean error differences among the assimilation 
experiments are all significant at the 95% confidence level, except the experiment four-dimensional incremental analysis update with 
3-hr analysis increments (4DIAU3H) compared to experiment four-dimensional incremental analysis update for temperature.

Experiment Hagibis Lingling

CTRL 29.16 29.05

3DIAU 6.81 6.65

4DIAU3H 6.83 6.67

4DIAU 6.86 6.71

Note. To clearly show the differences of imbalances among the assimilation 
experiments, the surface pressure tendency is averaged from instantaneous 
values with unit scaled from Pa/s to hPa/3h. The differences of the surface 
pressure tendency among the assimilation experiments are all statistically 
significant at the 95% confidence level.

Table 1 
Spatially and Temporally Averaged Absolute Values of Surface Pressure 
Tendency (hPa/3h) From Each Assimilation Experiment for Typhoons 
Hagibis and Lingling
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magnitudes of surface pressure tendency than 4DIAU. This is because 3DIAU 
imposes a  stronger filtering impact than 4DIAU and more frequent 4DIAU 
increments lead to a less filtering impact (Lei & Whitaker, 2016).

The imbalances resulted from DA could cause spurious gravity waves and 
degrade subsequent forecasts. Thus, these imbalance analyses are consistent 
with previous verifications of temperature, wind speed, and specific humid-
ity in observation and model spaces (Figures 3 and 4). Experiments with IAU 
have smaller errors than experiment CTRL, because IAU effectively reduces 
imbalances caused by DA and helps the model to retain observation informa-
tion. Experiment 3DIAU has smaller errors than that of 4DIAU3H, and exper-
iment 4DIAU3H has smaller errors than that of 4DIAU, which is led by strong 
to weak filtering impacts from different implementations of IAU. But Lei and 
Whitaker  (2016) showed that using the NCEP GFS model, EnKF-4DIAU 
has smaller errors of temperature and wind speed than EnKF-RAW that has 
no IAU applied (similar to experiment CTRL here), and EnKF-RAW has 
smaller errors than EnKF-3DIAU. Meanwhile, EnKF-3DIAU has smaller 
values of surface pressure tendency than EnKF-4DIAU, and EnKF-4DIAU 
has smaller values of surface pressure tendency than EnKF-RAW. Results of 
Lei and Whitaker (2016) are inconsistent with results here, which are possi-
bly due to different magnitudes of imbalance in different models. Compared 
to the global model GFS, the regional model WRF often has higher spatial 
resolutions for simulations and assimilation updates and also less damping, 
and thus in WRF, 3DIAU that imposes stronger filtering has advantages over 
4DIAU.

4.2. Impacts of IAU on TC Assimilations and Forecasts

Figures  5 and  6 show the track errors of 6-hr priors from assimilation 
experiments verified against the observed values and the observations and 
6-hr priors of minimum SLP and MWS from assimilation experiments, for 
typhoons Hagibis and Lingling, respectively. Assimilation experiments with 
and without IAU have similar 6-hr track errors. The 6-hr minimum SLP and 
MWS of the assimilation experiments are comparable to the observed inten-
sity when the vortexes are weak, but there are large discrepancies when the 
vortexes are strong (Islam et al., 2015; Ren et al., 2019; Sawada et al., 2019). 
Compared to experiment CTRL, experiments with IAU have smaller 6-hr 
minimum SLP errors from the RI till the maximum intensity reached. Similar 
results are obtained for the MWS, except that the benefits of IAU are reduced.

Besides the track and intensity as commonly used evaluation metrics for TCs, 
the TC structure, including the RMW, radius of gale-force wind (R17), and 
fullness (Guo & Tan, 2017) of 6-hr priors, is verified against the observed 
quantities. The fullness, as a measurement of intensity, favors a larger value 
(i.e., a stronger vortex), given a smaller RMW and a larger R17 (Guo & 
Tan, 2017). Consistent with the underestimation of TC intensity as shown by 
the verifications of minimum SLP and MWS (Figures 5 and 6), the assim-
ilation experiments have larger RMWs, smaller R17s, and smaller values 
of fullness than the observed quantities (figures are not shown). Averaged 
over the lifetimes of typhoons Hagibis and Lingling, respectively, normal-
ized TC structure errors of 6-hr priors from experiments with IAU compared 
to experiment CTRL show that the application of IAU significantly reduces 
RMW errors than experiment CTRL and generally significantly smaller R17 
errors than experiment CTRL (Figure 7). Experiments with IAU have similar 
errors of RMW and R17. Consequently, for the fullness that is an integrated 

Figure 5. For typhoon Hagibis, (a) track errors of 6-hr priors from 
assimilation experiments verified against the observed value, and the 
observations and 6-hr priors for (b) minimum sea level pressure (SLP) and (c) 
maximal wind speed.
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measurement of the TC outer-core and inner-core structures, experiments 
with IAU have similar errors to each other, and all of them have significantly 
smaller errors than experiment CTRL with the advantages mainly led by the 
improvement of RMW. Moreover, experiment CTRL has smaller sample 
sizes of R17 that measures the TC outer-core size than experiments with IAU 
during the first few cycles. This is because that experiment CTRL fails to 
develop the TC structure during the early stage of development (figures are 
not shown). Thus, besides the benefit of capturing a better vortex size, the 
application of IAU can help the model to form a more realistic TC during its 
developing stage.

For both TC cases, 5-day forecasts are launched every 12 hr during the TC 
lifetimes for each assimilation experiment. The RMS errors of track, mini-
mum SLP, and MWS verified relative to the observed values are shown as a 
function of forecast lead time (Figure 8). Experiments with IAU have smaller 
track errors than CTRL at the initial time, and then experiment 4DIAU has 
gradually faster track error growth than the other experiments. Due to the 
limited sample size especially with long forecast lead times, it is hard to draw 
a statistical conclusion for the impact of IAU on track errors. For the mini-
mum SLP, experiments with IAU have smaller errors than CTRL till 24 hr, 
and afterward, they have similar errors to CTRL. Experiments with IAU have 
similar MWS errors to CTRL at different lead times. The results are consist-
ent with previous studies that IAU has more prominent impacts on the state 
variable SLP that is more sensitive to imbalances (He et  al.,  2020; Lei & 
Whitaker, 2016).

To further analyze the effect of IAU on a vortex, single-cycle experiments 
with and without IAU are conducted for the assimilation window centered 
at 1800 UTC 7 October 2019 at which typhoon Hagibis experienced the RI. 
The same priors and posteriors from experiment CTRL during the assimi-
lation window are used for IAU experiments with free forecasts till the end 
of next assimilation window at 0300 UTC 8 October 2019. For single-cycle 
experiments with and without IAU, the 15-min minimum SLP and MWS at 
the lowest model level in two adjacent assimilation windows are shown in 
Figure  9, and the hourly two-dimensional snapshots of the SLP and wind 
speed at the lowest model level within the first assimilation window are 
displayed in Figure 10. As shown in Figure 9, experiment CTRL suffers spin-
down shown by the rapid vortex weakening during the first 1 hr forecast (Lu 
& Wang, 2019) and then has the vortex gradually reintensified after several 
hours. Compared to experiment CTRL, experiments with IAU have the mini-
mum SLP and MWS gradually evolving during the assimilation window 
without the symptom of spindown. Consistently, the intermittent update of 
SLP and wind field are clearly shown in experiment CTRL, while gradual 
evolutions of the SLP and wind field are obtained from the experiments with 
IAU (Figure 10). Note that assimilation experiments with or without IAU 
have improved TC locations than the free forecast. Experiments with IAU 
have similar evolutions of minimum SLP and MWS, except that experiment 
4DIAU has a weaker vortex than experiments 3DIAU and 4DAIU3H.

To further examine the spindown happened during the first 1 hr forecast 
of CTRL, 15-min evolutions of SLP and wind speed at the lowest model 
level from 1800 UTC to 1900 UTC 7 October 2019 (0–1 hr of Figure 9) for 
experiments with and without IAU are shown in Figure 11. Consistent with 
Figures 9 and 10, experiment CTRL undergoes a rapid vortex weakening in 
the first 15 min. The CTRL analysis at 0 hr exhibits a strong vortex with the 

Figure 6. Same as Figure 5, except for typhoon Lingling.
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minimum SLP lower than 970 hPa and MWS larger than 32 m/s. But after 15 min, the pressure and wind fields 
are strongly adjusted, especially the pressure, and the initially strong vortex is rapidly weakened. Compara-
tively, the pressure and wind fields of experiments with IAU at 0 hr are integrated from −3 hr, which provide 
a slightly weaker but more balanced vortex than that of CTRL. At 15 min, compared to the sudden adjustment 
shown in experiment CTRL, experiments with IAU have gradually evolving pressure and wind fields from 
0 min, which provide more coherent inner- and outer-core structures. Till 1 hr, experiments with IAU still have 
stronger winds in the inner core of the vortex, which are better agreed to the observed quantities than experi-
ment CTRL. This is consistent with previous verifications of TC intensity and structure. It has demonstrated 
that IAU can help the model to better retain the observation information and build the improved TC structure 
and its evolution.

To investigate the impact of imbalance caused by DA on TC, Figure 12 shows the evolution of dry air mass 
tendency from 1800 UTC to 2000 UTC 7 October 2019 (0–2 hr of Figure 9) for experiments CTRL and 3DIAU. 
Dry air mass as a prognostic variable in WRF gives the mass of dry air in a column, which is directly contributed 
to the surface pressure that is a diagnostic variable in WRF. The tendency is calculated every 15 min and its unit 
is adjusted to hPa/3h. The evolutions of dry air mass tendency for experiments 4DIAU and 4DIAU3H are similar 
to experiment 3DIAU (figures are not shown), although the magnitudes of dry air mass tendency for 4DIAU 
and 4DIAU3H  are slightly larger than those for 3DIAU. At 15 min, experiment CTRL has large values of pres-
sure tendency around the TC center, which is consistent with the strong adjustment of pressure and wind fields 
(Figure 9) and also consistent with the large domain averaged surface pressure tendency (Table 1). These large 
values of pressure tendency are spread out by the gravity waves, with damped magnitudes along with time, and 
approximately disappear at 2 hr. Since the vortex spindown is mainly resulted from imbalanced mass and wind 
fields at the initial time, the vortex can reintensify after the imbalance is damped by the spurious gravity wave 
through the geostrophic adjustment. Thus, given the time scale of spindown (∼1 hr),  the gravity wave just prop-
agates from the vortex center to the outside of the vortex. Compared to experiment CTRL, experiment 3DIAU 
does not obviously suffer the imbalance with gravity waves. During the 2 hr, experiment 3DIAU always has less 
pressure tendency than experiment CTRL. Since experiments with IAU have better vortex intensity and structure 
than experiment CTRL, the advantages of having a more balanced assimilation and more effective ingestion of 
observation information for IAU are proved.

Figure 7. Normalized errors of radius of maximum wind, radius of gale-force wind (R17), and fullness of 6-hr priors from each assimilation experiment compared 
to experiment CTRL for typhoons (a) Hagibis and (b) Lingling. The plus symbol indicates that the differences between the assimilation experiments and CTRL are 
statistically significant at 95% confidence level. The differences among the experiments with incremental analysis update are insignificant at 95% confidence level. The 
value of 1 means that the errors of assimilation experiments are the same as experiment CTRL.
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4.3. Benefits of 3DIAU Over 4DIAU in the TC Intensity

Intuitively, 4DIAU can be more beneficial for the assimilation and forecast of 
TC than 3DIAU, since during an assimilation window 4DIAU can consider 
the temporal propagation of analysis increment, while 3DIAU has a constant 
analysis increment. But experiment 4DIAU shows a slightly weaker vortex 
than experiment 3DIAU (Figure 9). Lu and Wang (2021) found that the prede-
termined analysis increments can be detrimental for the incremental update 
and subsequent forecast, when there are discrepancies between the priors and 
posteriors during a nonlinear evolution. To investigate the impacts on vortex 
evolution from different implementations of IAU, hourly simulations and 
increments of u- and v-wind components at the lowest model level from the 
single-cycle experiments for experiments with IAU are examined. Figure 13 
shows the simulations and increments in a 5° × 5° box centered around the 
observed vortex during the assimilation window. To examine the cumulative 
effects of various IAU, the mean of hourly simulations and increments with 
vortex centered in the domain is also computed (rightmost columns).

The increment applied by experiment 3DIAU is the one valid at the analysis 
time 0 hr and is held constant through the assimilation window. Before the 
simulated vortex moves to the observed vortex at 0 hr and after the simu-
lated vortex moves away from the observed vortex, the applied increment 
by 3DIAU and the simulated vortex have mismatches. The imposition of the 
temporal mismatched increment by 3DIAU may result in unrealistic evolu-
tion of a vortex or even cause detrimental effect for a fast moving/developing 
vortex.

Experiment 4DIAU (4DIAU3H) utilizes hourly (3-hr) increments that are 
interpolated to every model time step during the assimilation window. Thus, 
the increments at −3, 0, and 3  hr for experiments 4DIAU and 4DIAU3H 
are the same. Due to coarser temporal-resolution increments of 4DIAU3H 
than 4DIAU, model simulations from experiments 4DIAU and 4DIAU3H 
are slightly different. Compared to the increment of experiment 3DIAU, 
the increments of experiments 4DIAU and 4DIAU3H propagate within 
the assimilation window, which are resulted from more frequent back-
ground fields and associated sample background error covariances, and also 
unevenly temporal-distributed observations in an assimilation window. Also 
compared to 3DIAU, experiments 4DIAU and 4DIAU3H have increments 
aligning with the vortex at each time when an analysis is available. Since the 
simulated vortex locates northeast of the observed one, the increments within 
the assimilation window persistently suggest moving the simulated vortex to 
the south, which are shown by a cyclonic circulation at the south of the vortex 
from −3 to 3 hr. Because of different vortex centers resulted from simulations 
and observations, the increments by 4DIAU and 4DIAU3H tend to build a 
vortex around the observed vortex location rather than intensify the vortex 
at the simulated vortex center. Especially from 1 to 3 hr, the increments of 
experiment 4DIAU impose significantly negative u-wind extend to the west 
of the vortex center and negative v-wind along the west of the vortex center, 
which lead to a weakened vortex as shown in Figure 9.

The cumulative effects from different IAU experiments at the end of the 
assimilation window show that all three IAU experiments have an anticy-
clonic circulation to the north of the simulated vortex center and a cyclonic 
circulation to the south of the simulated vortex because of the mismatched 
vortex centers between the simulation and observation. Experiment 3DIAU 
has smoother mean increment than the two 4DIAU experiments. Due to the 

Figure 8. Root-mean-square errors (RMSEs) of (a) track, (b) minimum 
sea level pressure (SLP), and (c) maximal wind speed (MWS) as a function 
of forecast lead time initialized every 12 hr from the cycle experiments of 
typhoons Hagibis and Lingling.
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temporal mismatch of increments, the vortex adjustment (movement or intensification) suggested by the obser-
vations has been neglected in experiment 3DIAU. Compared to experiment 3DIAU, experiments 4DIAU and 
4DIAU3H consider the propagation of increment during the assimilation window and act as a weaker filter, and 
then the mean increments of experiments 4DIAU and 4DIAU3H contain more fine structures. But due to the 
vortex position error, experiment 4DIAU imposes a stronger anticyclonic circulation around the simulated vortex 
center than experiment 4DIAU3H, and hence, experiment 4DIAU results in a more weakened vortex than exper-
iment 4DIAU3H. Thus for TC, the advantage of 4DIAU that considers temporal propagation of increment during 
the analysis window is limited by the analysis increment with mismatch of vortex center from the simulation and 
observation. 4DIAU3H takes a trade-off between 4DIAU and 3DIAU, since it uses less frequent analysis incre-
ments than 4DIAU but considers time-varying increments compared to 3DIAU.

From 3DIAU to 4DIAU3H and then to 4DIAU, the filtering effect decreases, while the temporal resolution 
of the analysis-increment propagation within an assimilation window increases. The high-frequency compo-
nents of the time-varying analysis increments can be contaminated by sampling errors and model errors (Lei 
& Whitaker, 2016). They can also be affected by the position errors of moving weather systems (Figure 13). 
Although Lei and Whitaker (2016) showed that increasing the frequency of analysis increments could improve 
the performance of 4DIAU, the position error of the simulated vortex in WRF results in spurious high-frequency 
components of the analysis increment. Thus, the advantages of 4DIAU with higher-frequency analysis increment 
are limited, and an intermittent 4DIAU3H is preferred for the vortex cases. The vortex simulated could be further 
improved by 4DIAU with higher-frequency components of the analysis increments that can realistically capture 
the evolution of vortex, which can be achieved by relocating the simulated vortex to the observed location or 
computing feature-relative increments (Lu & Wang, 2021).

5. Discussions and Conclusions
Different implementations of IAU with time-constant increments or time-varying increments constructed using 
different frequencies of analysis increment are systematically evaluated in the regional model WRF for two case 
studies of fast-evolving typhoons. Verifications against the conventional observations and NCEP FNL analyses 
show that experiments with IAU generally produce smaller errors of temperature, specific humidity, and wind 
speed than experiment CTRL that has no initialization applied. Experiment 3DIAU has significantly smaller 
errors than 4DIAU3H, and 4DIAU3H generally has significantly smaller errors than 4DIAU. Consistently, exper-

Figure 9. Evolution of minimum sea level pressure (SLP) and maximal wind speed (MWS) at the lowest model level during a 6-hr assimilation window centered at 
1800 UTC 7 October 2019 and the adjacent next assimilation window. Please note that observed values for the minimum SLP and 10-m MWS at 1800 UTC 7 October 
2019 (0 hr) are 915 hPa and 71 m/s.
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iments with IAU have significantly smaller magnitudes of surface pressure tendency than experiment CTRL. 
Experiment 3DIAU has significantly smaller magnitudes of surface pressure tendency than 4DIAU3H, and 
experiment 4DIAU3H has significantly smaller magnitudes of surface pressure tendency than 4DIAU. Thus, for 
the regional WRF model, 3DIAU that imposes stronger filtering, that is, more effective reduction of imbalance 
in intermittent DA, has advantages over 4DIAU with different frequencies of analysis increment. These findings 
are different from Lei and Whitaker (2016) based on the NCEP GFS model. The inconsistent results may relate 
with different models, since the regional model WRF has higher spatial resolutions and may prefer stronger filter-
ing for the unbalanced analysis increments than the global model GFS. The degree of damping and associated 
impacts on IAU in different models will be further investigated.

For two typhoon cases, experiments with IAU obtain better intensity and structure of the vortex than experiment 
CTRL. Experiments with IAU have significantly smaller errors of TC fullness, which are an integrated measurement 
of the TC outer-core and inner-core structures, than experiment CTRL with the advantages mainly led by the improve-
ment of RMW. Moreover, the application of IAU is beneficial for developing coherent TC structures at early stages. 
The analyses of high-frequent evolutions of pressure, wind, and dry air mass tendency show that the vortex spindown 

Figure 10. Hourly evolution of the wind speed at the lowest model level (m/s; shading) and sea level pressure (hPa; contours) for assimilation window centered at 
1800 UTC 7 October 2019 (−3 to 3 hr of Figure 9) for (a) free forecast, (b) CTRL, (c) three-dimensional incremental analysis update (3DIAU), (d) four-dimensional 
incremental analysis update with 3-hr analysis increments (4DIAU3H), and (e) four-dimensional incremental analysis update (4DIAU). Green dots denote the 
interpolated 3-hr tropical cyclone (TC) locations using Tropical Cyclone Vitals Database.
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and rapid adjustment due to unbalanced increments are mitigated by the application of IAU. Thus, experiments with 
IAU can better retain the observation information and build the improved TC structure during its evolution.

Compared to 3DIAU, 4DIAU considers the propagation of increment and contains more increment structures 
during an assimilation window. But due to the analysis increment with mismatch of vortex center from the simu-
lation and observation, the advantage of 4DIAU over 3DIAU is limited, since 4DIAU does not improve the TC 
intensity compared to 3DIAU. As a trade-off between the filtering and time-varying increment, 4DIAU3H that 
uses less frequent analysis increments than 4DIAU but considers time-varying increments compared to 3DIAU 
is preferred. As shown by Lu and Wang (2021), vortex relocation or feature-relative approach can remedy the 
limitation of predetermined analysis increments with discrepancies between the priors and posteriors for 4DIAU. 
But these methods introduce additional steps for the analysis increments and also relied on feature processing. 

Figure 11. A 15-min evolution of wind speed at the lowest model level (m/s; shading) and sea level pressure (hPa; contours) from 1800 UTC to 1900 UTC 7 October 
2019 (0–1 hr of Figure 9) for experiments (a) CTRL, (b) three-dimensional incremental analysis update (3DIAU), (c) four-dimensional incremental analysis update with 
3-hr analysis increments (4DIAU3H), and (d) four-dimensional incremental analysis update (4DIAU).
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Figure 12. A 15-min evolution of the dry air mass tendency (hPa/3h) from 1800 UTC to 2000 UTC 7 October 2019 (0–2 hr of Figure 9) for experiments (a) CTRL and 
(b) three-dimensional incremental analysis update. The black dots denote the tropical cyclone position at 1800 UTC.
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The nonlinear evolution of analysis increments might be mitigated by high-frequent update, which will be further 
investigated. Impacts of IAU on fast-moving systems, like the mesoscale convective systems, also need further 
studies. Moreover, the performances of IAU with fine resolutions (e.g., convective-scale simulations at O(1 km)) 
and moving nested domains will be examined in a future study.

Data Availability Statement
To generate the data assimilation (DA) experiments, the meteorological data used for the initial conditions at the 
beginning of the experiment and boundary conditions are obtained from the National Centers for Environmental 
Prediction Global Forecast System (NCEP GFS; https://www.ncei.noaa.gov/products/weather-climate-models/
global-forecast), and the assimilated observations are obtained from the NCEP Global Data Assimilation System 

Figure 13. Simulations (contours) and increments (shading) for (a) u-wind and (b) v-wind components at the lowest model level from the 6-hr assimilation window 
centered at 1800 UTC 7 October 2019. In each subplot, upper, middle, and lower panels show experiments three-dimensional incremental analysis update (3DIAU), 
four-dimensional incremental analysis update with 3-hr analysis increments (4DIAU3H), and four-dimensional incremental analysis update (4DIAU), respectively, and 
the rightmost column displays the mean from −3 to 3 hr. Black and green dots denote the tropical cyclone center from simulations and observations, respectively.

https://www.ncei.noaa.gov/products/weather-climate-models/global-forecast
https://www.ncei.noaa.gov/products/weather-climate-models/global-forecast
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(https://www.ncei.noaa.gov/products/weather-climate-models/global-data-assimilation). The Weather Research 
and Forecasting model version 3.9 is available at https://www.mmm.ucar.edu/weather-research-and-forecast-
ing-model and the Gridpoint Statistical Interpolation/ensemble Kalman filter is available at https://dtcenter.
org/community-code/gridpoint-statistical-interpolation-gsi. The results of the DA experiments are available at 
https://meso.nju.edu.cn/xwdt/20220711/i225901.html.
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